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a b s t r a c t

Measurements of microstructure turbulence were carried out, in the upper 300 m, in the tropical and
subtropical Atlantic and Pacific oceans during the Malaspina 2010 expedition, by using a microstructure
turbulence (MSS) profiler. Diapycnal diffusivity (Kρ) was estimated from dissipation rates of turbulent
kinetic energy (ε) measured by the MSS profiler, and also from hydrographic and meteorological data by
using the K-profile parameterization (KPP). In the mixing layer, averaged Kρ (169� 10�4 m2 s�1) and
ε (16:8� 10�8 W kg�1) were three and one orders of magnitude higher, respectively, compared to the
ocean interior (0:59� 10�4 m2 s�1 and 1:0� 10�8 W kg�1). In general, the KPP showed a good
agreement with diffusivity estimates derived from microstructure observations, both in the mixing
layer and in the ocean interior. The KPP also reproduced the main regional patterns observed in the
ocean interior. The analysis of turbulence generation mechanisms below the mixing layer showed that
shear-induced mixing was more important in those regions influenced by the equatorial undercurrent,
where averaged diffusivity was 2:27–3:62� 10�4 m2 s�1. Favorable conditions for salt fingers formation
were more frequently observed in the Atlantic, where, as a consequence of this process, diffusivity could
increase up to 20%. This result could have important implications for the transport of heat and dissolved
substances in these regions.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Turbulence plays a crucial role in ocean dynamics and global
biogeochemical cycles through the redistribution of heat, salt and
nutrients across isodensity surfaces (Thorpe, 2004). Diapycnal
turbulent diffusion is essential to maintain ocean stratification
and the meridional overturning circulation (Munk, 1966; Wunsch
and Ferrari, 2004). Vertical diffusion of nitrate represents one of
the main pathways of new nitrogen supply into the euphotic layer
over large extensions of the open ocean (Mourino–Carballido et al.,
2011). Moreover, turbulence through nutrient supply controls the
taxonomic composition and the size–structure of plankton com-
munities (Chisholm, 1992), which in turn determines the efficiency
of the biological carbon pump (Falkowski and Oliver, 2007).

Several mechanisms are responsible for the generation of turbu-
lence in the ocean. In the surface layer, turbulence is generated due to

the interaction with the atmosphere by the exchange of density
through heat and freshwater fluxes, the transfer of momentum
through wind stress (Moum and Smyth, 2001), as well as by wave
processes resulting in Langmuir turbulence (Belcher et al., 2012). In the
stratified ocean interior, turbulence generation mechanisms include
double diffusive and mechanical processes, such as shear instability
and internal waves. Double diffusion occurs, under stable stratification
conditions, as diffusive convection or salt fingers, when temperature
or salinity profiles are unstable. Salt fingering is relevant in tropical
and subtropical central waters, where warm and salty layers overlie
cooler and fresher waters (Schmitt, 1981). Shear instability develops in
stratified flows when vertical velocity shear overcomes the stabilizing
effect of the buoyancy gradient. This process commonly happens in
regions characterized by relatively strong shear induced by currents, as
for example the equatorial domains (Moum et al., 1986; Gargett, 1989).
Finally, mixing in stratified regions away from boundaries, where
double diffusion is not important, is considered to be primarily driven
by unresolved internal-waves shear (Munk and Wunsch, 1998).

Due to methodological limitations, microstructure turbulence
has been extremely difficult to measure in the past. Although the
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use of free-falling microstructure profilers has become more
common in the last few years, our current knowledge of the
magnitude and global distribution of turbulence in the ocean is
still scarce. A limited number of microstructure measurements
carried out in the open ocean during the last 30 years of the 20th
century were compiled by Gregg (1998). In more recent years, a
few studies have been conducted across long distances in the
Atlantic (Mourino–Carballido et al., 2011; Jurado et al., 2012b,
2012a), Arctic (Rainville and Winsor, 2008) and Pacific oceans
(Gregg et al., 2003; Hibiya et al., 2007), and also the Mediterranean
Sea (Cuypers et al., 2012). Microstructure profilers have been more
frequently used to characterize the distribution of diffusivity in
different parts of the ocean. However, these instruments have also
been applied to calculate the oxygen supply in oxygen minimum
zones (Fischer et al., 2013), the vertical flux of nitrate into the
photic layer (Lewis et al., 1986; Hamilton et al., 1989; Sharples
et al., 2009; Schafstall et al., 2010; Mourino–Carballido et al., 2011;
Arcos-Pulido et al., 2014), and to study the influence of small-scale
turbulence on the vertical distribution of plankton (Kunze et al.,
2006a; Maar et al., 2003; Doubell et al., 2012).

Because of the scarcity of turbulence observations, a number of
parameterizations have been developed during the last 20 years to
estimate the vertical diffusivity and the contribution of different
mechanisms to mixing. Internal waves interaction theories have
been used to predict energy transfer through the vertical wave-
number spectrum towards small scales and turbulence production
(Henyey et al., 1986). This parameterization, in the form proposed
by Gregg (1989), has been frequently applied to estimate turbulent
mixing and nutrient fluxes from finescale measurements of
hydrography and currents (Gregg et al., 2003; Dietze et al., 2004;
Kunze et al., 2006b; Cuypers et al., 2012). Several parameteriza-
tions have also been proposed for shear instability (Pacanowski
and Philander, 1981; Jackson et al., 2008) and double diffusive
processes (Schmitt, 1981; Kelley, 1990). The K-profile parameter-
ization (KPP) proposed by Large et al. (1994), and frequently used
in ocean models (Haidvogel et al., 2008), parameterizes the upper
boundary layer based on the Monin–Obukhov similarity theory.
For the ocean interior the KPP includes the contribution of shear
instability, internal waves and double diffusion to mixing.

Measurements of microstructure turbulence collected during the
Malaspina 2010 expedition, which sampled large areas in the main
tropical and subtropical oceans, represent a unique opportunity to
study the large-scale distribution of mixing. Here we analyze this
dataset in order to (1) describe regional patterns of dissipation rates of

turbulent kinetic energy (ε) and diapycnal diffusivity (Kρ), (2) study
the regional variability in the mechanisms responsible for the genera-
tion of turbulence, and (3) verify the performance of the KPP
parameterization under different hydrographical conditions.

2. Methods

Field observations were carried out mainly in the tropical and
subtropical Atlantic, Indian and Pacific oceans between 14th
December 2010 and 14th July 2011 during the Malaspina 2010
circumnavigation expedition on board R/V Hespérides. The cruise
was divided into 7 legs: leg 1 (14th December 2010, Cádiz–13th
January 2011, Rio de Janeiro), leg 2 (17th January, Rio de Janeiro–
6th February, Cape Town), leg 3 (11th February, Cape Town–13th
March, Perth), leg 4 (17th March, Perth–30th March, Sidney), leg 5
(16th April, Auckland–8th May, Honolulu), leg 6 (13th May,
Honolulu–10th June, Cartagena de Indias), and leg 7 (19th June,
Cartagena de Indias–14th July, Cartagena) (see Fig. 1).

2.1. Hydrography and currents

During the Malaspina expedition 147 Conductivity–Temperature–
Depth (CTD) casts were carried out with a SBE911plus (Sea-Bird
Electronics) probe attached to a rosette equipped with Niskin bottles,
down to a depth of 4000m. All CTD sensors were calibrated before the
expedition. Horizontal currents were measured in 128 of these stations
using a Lowered Acoustic Doppler Current Profiler (LADCP) system
mounted on the rosette. The LADCP consists of two 300 kHz Teledyne/
RDI Workhorses run in master/slave mode. The LADCP data were
processed using the software developed by Fischer and Visbeck (1993),
and provided current profiles with a vertical resolution of 10m.

2.2. Dissipation rates of turbulent kinetic energy and thermal
variance

Measurements of dissipation rates of turbulent kinetic energy
(ε) were conducted at 50 stations by using a microstructure
turbulence profiler (MSS, Prandke and Stips, 1998), down to a
maximum depth of 300 m. 2–6 profiles were deployed at each
station, resulting in a total number of 266 (see Table 1 in the
Supplementary Material). The profiler was equipped with two
microsctructure shear sensors (type PNS06), a microstructure
temperature sensor (FP07), a high-precision CTD probe and also
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Fig. 1. Location of the Lowered Acoustic Doppler Current Profiler (LADCP, white circles) and microstructure turbulence profiler (MSS, crosses) stations carried out during the
Malaspina expedition. Black circles indicate those stations where both LADCP and MSS equipments were deployed. Leg 1 (14th December 2010, Cádiz–13th January 2011, Rio
de Janeiro), leg 2 (17th January, Rio de Janeiro–6th February, Cape Town), leg 3 (11th February, Cape Town–13th March, Perth), leg 4 (17th March, Perth–30th March, Sidney),
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Main biogeographical provinces crossed during the expedition, according to (Longhurst, 2006), are shown in the map: NASE (NE Atlantic Subtropical Gyral), NATR (North
Atlantic Tropical Gyral), WTRA (Western Tropical Atlantic), SATL (South Atlantic Gyral), SPSG (South Pacific Subtropical Gyre), PEQD (Pacific Equatorial Divergence), PNEC
(North Pacific Equatorial Countercurrent), NPTG (North Pacific Tropical Gyre), CARB (Caribbean) and ISSG (Indian South Subtropical Gyre).
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a sensor to measure the horizontal acceleration of the profiler. The
frequency of data sampling was 1024 Hz. The profiler was carefully
balanced to have negative buoyancy in the water column and a
sinking velocity of � 0:4–0:7 m s�1. The shear sensors were
calibrated before the cruise and the sensitivity was checked after
each cast during the data processing. Due to technical problems,
only one of the two shear sensors was properly working during
the second part of leg 2 (stations 37–43) (see below). At the end of
this leg, the equipment was taken ashore for repair and as a result,
no microstructure turbulence data are available for leg 3.

Due to significant turbulence generation close to the ship, the
data were considered to be reliable below 10 m. ε was computed
in 512 data point segments, with 50% overlap, from the shear
variance under the assumption of isotropic turbulence using the
following equation:

ε¼ 7:5ν
∂u
∂z

� �2
* +

ðW kg�1Þ ð1Þ

where ν is the kinematic viscosity of seawater, ∂u=∂z the vertical
shear and 〈 � 〉 represents the ensemble average. The shear variance
was computed by integrating the shear power spectrum. The
lower integration limit was determined considering the size of
the bins, and set to 2 cpm. The upper cut-off wavenumber for the
integration of the shear spectrum was set as the Kolmogoroff
number (kc ¼ 1=ð2πÞ � ðε=ν3Þ1=4 cpm). An iterative procedure was
applied to determine kc. The maximum upper cut-off was not
allowed to exceed 30 cpm to avoid the noisy part of the spectrum.
Assuming a universal form of the shear spectrum, ε was corrected

for the loss of variance below and above the used integration
limits, using the polynomial functions reported by Prandke et al.
(2000). ε values were then averaged in 1 m bins. Peaks due to
particle collisions were removed by comparing the dissipation
rates computed simultaneously from the two shear sensors.

Fig. 2 shows shear power spectra for different dissipation rates
spanning the range of the observed values. In general, a good
agreement with the theoretical Nasmyth spectrum was found for
ε410�9 W kg�1. Below this level the empirical spectrum showed
a flatter shape, in comparison with the theoretical spectrum,
indicating the proximity to the noise level, in good agreement
with previous reports (Fischer, 2011). We calculated that the
consideration of ε values below the detection limit of the MSS
profiler (ca. 10�9 W kg�1) overestimated station averages by about
8%, although the overestimation mainly affected a few stations
where dissipation was o5� 10�9 W kg�1.

The dissipation rate of thermal variance (χ) was calculated by
fitting the temperature gradient spectrum, computed in 512 data
point segments, to the theoretical Kraichnan spectrum (Sanchez et
al., 2011) in the noise free region (2–40 cpm). Previously, the
microstructure temperature signal was smoothed by averaging
over 20 data points, the gradient calculated, and then smoothed by
repeating the average over 20 data points. Due to technical
problems no χ estimates are available for leg 5.

2.3. Thorpe length scale, mixing and mixed layers

We used the Thorpe length scale (LT, Thorpe, 1977) to estimate
the length scale of turbulent overturns. The Thorpe length scale

Fig. 2. Power spectral density (PSD) of microstructure shear for different levels of dissipation rates of turbulent kinetic energy ε. Empty squares represent the empirical
spectrum. Two values of ε, in W kg�1, are shown. The upper ε1 was calculated from the iterative integration method, whereas ε2 was obtained by least square fitting to the
theoretical Nasmyth spectrum. Black thick continuous and dashed lines represent the theoretical spectra corresponding to ε1 and ε2 values, respectively. The Kolmogoroff
wavelength (kc) corresponding to ε1 is indicated by the continuous vertical lines. Dashed vertical lines indicate the upper limit for integration and fitting (30 cpm).
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was calculated in 1 m bins as the root mean square of the Thorpe
displacements, computed after resorting the potential density
profile in order to obtain static stability. LT was calculated using
the standard CTD sensors included in the MSS profiler. Following
Brainerd and Gregg (1995), the mixing layer depth, noted as mld,
was estimated as the deepest depth where surface and subsurface
overturns penetrate. The mixed layer depth, noted in capitals as
MLD, was calculated as the depth where local potential density
exceeded by 0.1 kg m�3 the value of the shallowest data point.

2.4. Vertical diffusivity

Diapycnal diffusivity (Kρ) was calculated using the popular
Osborn (1980) ‘dissipation method’. This model is derived from the
turbulent kinetic energy equation, assuming that energy produc-
tion is balanced by the sum of the work done against buoyancy
and dissipation, neglecting the advective term and considering
stationary state:

Kρ ¼Γ
ε
N2 ðm2 s�1Þ; ð2Þ

where N2 (s�2) is the squared buoyancy frequency, and Γ is the
mixing efficiency, derived from the flux Richardson number (Rf) as
Γ ¼ Rf =ð1�Rf Þ, where Rf is the proportion of turbulent kinetic
energy generated by shear that is transferred to potential energy
through buoyancy flux (Dunckley et al., 2012). An additional
assumption of the Osborn (1980) model is that Γ ¼ 0:2 is constant
(Oakey, 1982). Recent studies have questioned this assumption
(Barry et al., 2001; Smyth et al., 2001; Shih et al., 2005; Ivey et al.,
2008; Lozovatsky and Fernando, 2013), and parameterizations for
Γ have been proposed as a function of the gradient Richardson
number (Ri¼N2=S2, where S is the vertical shear, e.g. Lozovatsky
et al., 2006; Mellor and Yamada, 1982), the turbulence intensity
parameter (Reb ¼ ε=νN2, e.g. Shih et al., 2005), and other turbulent
quantities (Ivey and Imberger, 1991). These parameterizations
generally predict a decrease in the mixing efficiency for strong
turbulence (decreasing Ri and/or increasing Reb). At the present, an
open debate exists about the applicability of these parameteriza-
tions (Kunze, 2011; Gregg et al., 2012). For this reason, we followed
the traditional Osborn (1980) formulation, and we included a
discussion about the implications of this choice (see Section 4.3),
based on the comparison with the recently proposed Bouffard and
Boegman (2013) (SKIF-B) parameterization.

The SKIF-B model prescribes four different turbulence regimes
based on the Reb parameter with the corresponding mixing
efficiency ðΓSKIF�BÞ:
ΓSKIF�B ¼ 0; Rebo1:7 Molecular ð3Þ

ΓSKIF�B ¼ 0:0615ðRebÞ1=2; 1:7oRebo8:5 Buoyancy�Controlled

ð4Þ

ΓSKIF�B ¼ 0:2; 8:5oRebo100 Transitional ð5Þ

ΓSKIF�B ¼ 2ðRebÞ�1=2; Reb4100 Energetic ð6Þ
In the particular case of the molecular regime the diffusion
coefficient converges to the molecular value Kρ � 10�7 m2 s�1.
The traditional mixing efficiency of 0.2, proposed by Osborn
(1980), is only valid in the transitional regime.

In order to investigate the potential mixing caused by salt fingers
we followed theweighting model proposed by St. Laurent and Schmitt
(1999). According to St. Laurent and Schmitt (1999), averaged diffu-
sivity can be modelled as the weighed sum of diffusivity due to
turbulence (Kt) and salt fingers (Ksf), as Ktf ¼ Psf Ksf þð1�Psf ÞKt , where
Psf is the weighting factor, corresponding to the fraction of bins where
salt fingers are active. Favorable stratification for salt fingers can be

identified using the density ratio (Rρ ¼ α∂zT=β∂zS, where α and β are
the thermal expansion and salinity contraction coefficients, respec-
tively). Although salt fingers are theoretically possible for Rρ41, its
contribution to mixing has been shown to be irrelevant for Rρ42
(St. Laurent and Schmitt, 1999). According to McDougall (1988) and
Hamilton et al. (1989), who solved the turbulent kinetic energy
equation for salt fingers, mixing efficiency for this process is expected
to exceed the value for mechanical turbulence of 0.2. Hence, we used
two parameters to identify salt finger active bins, the density ratio
(1oRρo2) and the observed mixing efficiency (ΓObs40:2), calcu-
lated as ΓObs ¼ 0:5N2χ=εð∂zTÞ2. Diffusivities for turbulence (Kt) and
salt fingers (Ksf) bins were computed following the Osborn (1980),
Kt ¼ 〈0:2ε=N2〉t , and the Osborn and Cox (1972) models,
Ksf ¼ 〈0:5χ=ð∂zTÞ2〉sf , respectively. The Osborn and Cox (1972) model
applies for heat. For dissolved substances Ksf

S ¼ rR�1
ρ Ksf , where

r¼0.4–0.7 according to the compilation of estimates carried out by
St. Laurent and Schmitt (1999), and here set to r¼0.7 for coherence
with the K-profile parameterization (see below).

The vertical gradients of temperature (∂zT), salinity (∂zS) and
potential density (N2) were calculated by linearly fitting the
profiles of the corresponding variable, obtained from the CTD
included in the MSS profiler, in 10 m bins.
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Fig. 3. (a) Mean surface heat fluxes (Q), (b) buoyancy fluxes (B), (c) wind speed
(uwind), and (d) mixed layer depth (MLD), mixing layer depth (mld) and Monin–
Obukhov length scale (LMO) computed at each station where the MSS profiler was
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station numbers. The first station of each leg (L) is indicated.
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2.5. Meteorological data

Meteorological data were used to characterize the atmospheric
forcing in the upper layer during the MSS profiler deployment (see
Fig. 3 and Table 1 in the Supplementary Material), and also to calculate
diffusivity in the boundary layer using the K-profile parameterization.
Air temperature, air pressure, humidity, wind speed and direction, and
irradiance were measured by the on-board Aanderaa meteorological
station. Sea surface temperature and salinity data were collected using
a SBE-21 thermosalinometer at a nominal depth of 3 m. These data
were averaged during the duration of the MSS profiler (30–50min)
and LADCP deployments (about 4 h). Cloud cover and precipitation
data were interpolated from the National Centers for Environmental
Prediction (NCEP) reanalysis database for the time and location of the
MSS and LADCP stations. The calculation of wind stress (τ0), as well as
latent (Qlat), sensible (Qsen) and longwave (Qlw) heat fluxes was
performed using the Matlab Air-Sea toolbox (version 2.0, http://
sea-mat.whoi.edu). Net turbulent heat flux (Qt) was calculated as the
sum of the latent, sensible and longwave heat fluxes. Net heat flux (Q0)
was computed as the sum of the net turbulent heat flux and the solar
irradiance (I or shortwave heat flux, Qsw). Freshwater flux (Ft) was
computed as the excess of precipitation (P) over evaporation (E),
where E¼Qlat=lE and lE ¼ 2:5� 106 J kg�1 is the latent heat of
evaporation.

Surface kinematic heat (wt0), salt (ws0) and buoyancy fluxes
(wb0) were computed, respectively, as

wt0 ¼ �Qt=ðρ0Cp0Þ ð7Þ

ws0 ¼ FtS0=ρ0ð0Þ ð8Þ

wb0 ¼ gðαwt0�βws0Þ ð9Þ
where ρ0, Cp 0 and S0 are the density, specific heat and salinity,
respectively, at the surface reference pressure. ρ0ð0Þ is the density
at the surface reference pressure and S0 ¼ 0, and g¼9.81 m s�2 is
the gravity acceleration.

The buoyancy profile (B(z), W kg�1) and the buoyancy forcing
(Bf, W kg�1) were computed as:

BðzÞ ¼ gðαT�βSÞ ð10Þ

Bf ¼ �wb0þBR ð11Þ
where BR ¼ g½ðαI=ρCpÞz ¼ 0�ðαI=ρCpÞz ¼ h�, and the subscripts 0 and
h refer to the surface and the boundary layer depth (see supple-
mentary material), respectively. I¼ IðdÞ (W m�2) is the vertical
distribution of solar irradiance in the water column computed for
a Jerlov water type I, suitable for open ocean clear waters,
following Paulson and Simpson (1977). For the calculations corre-
sponding to the MSS profiler data, as the boundary layer depth
was unknown, we assumed that IðhÞ � 0.

The friction velocity (un) and the Monin–Obukhov length-scale
(LMO) were computed as

un2 ¼ τ0=ρ0 ð12Þ

LMO ¼ �un3=ðκBf Þ ð13Þ
where τ0 is the wind stress and κ ¼ 0:4 is the von Kármán
constant. LMO40 ðo0Þ indicates convectively stable (unstable)
conditions in the upper ocean.

2.6. K-profile parameterization

The K-profile parameterization (KPP) described by Large et al.
(1994) was used to compute vertical diffusivity of temperature (KT, see
the Supplementary Material) at 128 stations where LADCP, CTD and
meteorological data were available. According to this model the water

column is divided into the upper boundary layer, where wind stress
and buoyancy fluxes are the mechanisms responsible for the mixing,
and the lower ocean interior where mixing is produced by shear
instability, internal waves and double diffusion. Parameterization of
diffusivity in the boundary layer is based on the Monin–Obukhov
similarity theory and computed using the calculated buoyancy and
momentum atmospheric fluxes. Shear instability parameterization
was based on the gradient Richardson number (Ri¼N2=S2), where
N2 is the buoyancy frequency computed from CTDmeasurements, and
S2 is the squared vertical shear of the horizontal velocities derived
from LADCP measurements. Internal waves diffusivity was set to a
background value of 10�5 m2 s�1. The formulation of salt fingers
diffusivity was based on the density ratio (Rρ). The parameterization
was implemented in a uniform 10m grid constrained by the vertical
resolution of the LADCP profiler. Only the implementation for tem-
perature (KT) is reported in this paper. A complete description of the
implemented parameterization is given in the Supplementary
Material.

3. Results

3.1. Hydrographical properties

Fig. 4 shows the vertical distribution of temperature, buoy-
ancy frequency and vertical shear during the Malaspina expedi-
tion. Biogeographical provinces according to the classification
carried out by Longhurst (2006) were used to describe the
geographical distribution of properties. This classification was
chosen to facilitate the comparison with complementary stu-
dies carried out during the multidisciplinary Malaspina 2010
Expedition.

Leg 1 crossed the NE Atlantic Subtropical Gyral (NASE), the
North Atlantic Tropical Gyral (NATR), the Western Tropical Atlantic
(WTRA) and the South Atlantic Gyral (SATL) biogeographical
provinces. The influence of the equatorial upwelling in some
stations sampled at NATR and WTRA was noticed by the shoaling
of the 16 1C isotherm above 200 m, reflecting the upwelling of
deeper waters. The vertically averaged temperature in the mixed-
layer (〈T〉ML) was lower in NASE compared to the other three
provinces sampled during this leg. The stratification in the
seasonal pycnocline (Nmax) was higher in the tropical (NATR,
WTRA) compared to the subtropical (NASE, SATL) provinces.
Higher values of shear (ca. 0.0082 s�1) were observed in WTRA
at station 16 (0.211N–26.021W).

Most stations during leg 2 sampled a zonal transect across the
South Atlantic Gyral (SATL) province, the last station being carried
out in the Benguela Current Coastal (BENG) province. This leg was
characterized by an eastward decrease in 〈T〉ML, and an increase in
surface stratification.

Leg 3 crossed the Indian ocean fromwest to east. The first three
stations were carried out in the East Africa Coastal (EARF)
province, whereas most of the stations sampled the Indian South
Subtropical Gyre (ISSG) province.

Four provinces were sampled along the South Australian coast
during leg 4: ISSG, the Australia–Indonesia Coastal (AUSW), the
South Subropical Convergence (SSTC) and the East Australia
Coastal (AUSE) provinces. The lowest value of 〈T〉ML recorded
during the expedition (ca. 16.7 1C) was measured in those stations
sampled in SSTC.

During leg 5 the South Pacific Subtropical Gyre (SPSG), the
Equatorial Pacific (PEQD), the North Pacific Equatorial Counter-
current (PNEC) and the North Pacific Tropical Gyre (NPTG)
provinces were sampled. A progressive increase in 〈T〉ML was
observed as travelling northward in SPSG. Afterwards a decrease
in 〈T〉ML was observed when crossing PEQD, PNEC and NPTG.
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Maximum values of shear (ca. 0.025 s�1) measured at ca. 100 m
in PEQD were related to the influence of the Equatorial
Undercurrent (EUC).

The leg 6 crossed the North Pacific Tropical Gyre (NPTG) and
again the PNEC province. 〈T〉ML first decreased as we travelled
eastward in NPTG, but then it increased reaching maximum
values of 30 1C in PNEC. In this province the depth of the mixed
layer was relatively shallow ðo40 mÞ and Nmax was enhanced
(ca. 0.052 s�1).

Finally, during leg 7 the Caribbean sea (CARB), NATR and NASE
provinces were sampled. A progressive decrease in 〈T〉ML and Nmax

was observed when travelling from west to east.

3.2. Dissipation rates of turbulent kinetic energy and diapycnal
diffusivity

In order to study the variability of dissipation rates of turbulent
kinetic energy (ε) and diapycnal diffusivity (Kρ) derived from the
MSS profiler, we divided the water column into the upper mixing
layer (ml) (see Section 2.3) and the deeper ocean interior (oi).
Higher values of ε and Kρ were observed in general in the mixing
layer compared to the ocean interior (see Fig. 5). The vertical
distribution of ε in the ocean interior was patchy, and the vertical
structure of Kρ, mainly determined by the buoyancy frequency (N),
exhibited lower values in the seasonal pycnocline.

Fig. 4. Vertical distribution of temperature (T), buoyancy frequency (N) and velocity shear during the Malaspina expedition. Averaged temperature in the mixed layer (〈T〉ML),
maximum stratification (Nmax) and averaged shear in the upper 300 m are also included. Black dots at the top axes and black filled squares in the lower panels indicate the
stations where MSS deployments were conducted. The black line represents the mixed layer depth (0.1 kg m�3 density difference respect to the shallowest data point).
White triangles indicate stations sampled less than 2○ away from the equator (stations 16, 93 and 94). Numbers at the bottom correspond to station numbers. The first
station of each leg (L) is indicated. Biogeographical provinces crossed during the expedition are indicated at the top axis (see text for details).
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Fig. 5. Vertical distribution of averaged profiles of (a) dissipation rates of turbulent kinetic energy (ε, W kg�1); (b) diapycnal diffusivity (Kρ , m2 s�1); and (c) Thorpe length
scale (LT, m), derived from the MSS profiler during the Malaspina expedition. White triangles indicate stations sampled less than 21 away from the equator (stations 16, 93
and 94). White and black squares indicate the mixing and mixed layer depths (see Methods). Numbers at the bottom correspond to station numbers. The first station of each
leg (L) is indicated. Biogeographical provinces crossed during the expedition are indicated (see text for details).
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The probability distributions of ε and Kρ, computed using all
the data collected in the mixing layer and the ocean interior,
follow approximately a log-normal shape (see Fig. 6). Maximum
likelihood estimates (MLE) for the mean values of ε and Kρ (X)
were computed following Baker and Gibson (1987):

〈X〉MLE ¼ expðμþ1
2 σ

2Þ ð14Þ
where μ and σ are the expected value and the standard deviation of
ln X, respectively. The distribution of ε in the mixing layer ranged
from 10�10 to 10�6 W kg�1. The fit to a log-normal distribution gave
μεml ¼ �18:33, σεml ¼ 1:97 and MLE¼ 7:7½6:8�8:6� � 10�8 W kg�1,
with the arithmetic mean being 16:8½5:3�37:6� � 10�8 W kg�1 (95%
confidence intervals obtained from bootstraping shown in brackets).
The distribution of ε in the ocean interior was more peaked than
a lognormal distribution, with around 80% of the values in the
range 6:3� 10�10 to 1� 10�8 W kg�1. The fit to a log-normal
distribution gave μεoi ¼ �20:06, σεoi ¼ 1:20, MLE¼ 0:40½0:38�
0:41� � 10�8 W kg�1, and the arithmetic mean 1:0½0:90�1:22��
10�8 W kg�1.

The distribution of Kρ in the mixing layer ranged from
� 10�6 m2 s�1 to 10�1 m2 s�1. The log-normal fitting provided
μKρ

ml ¼ �7:52, σKρ

ml ¼ 2:62 in the typical range described by Gregg
(1998), and MLE¼ 169½152�193� � 10�4 m2 s�1. The arithmetic
mean was 262½130�586� � 10�4 m2 s�1. In the ocean inte-
rior Kρ distribution provided μKρ

oi ¼ �11:98, σKρ

oi ¼ 1:58, MLE¼
0:217½0:211�0:225� � 10�4 m2 s�1, and the arithmetic mean
0:59½0:49�0:75� � 10�4 m2 s�1. On average, ε and Kρ values in
the mixing layer were one and three orders of magnitude higher,
respectively, compared to the ocean interior.

In order to describe the regional variability of ε and Kρ, station
averages were computed for the mixing layer and the ocean
interior. For coherence with the St. Laurent and Schmitt (1999)
model (see Methods), and also following Davis (1996), arithmetic
averages are reported next. The values of ε in the mixing layer
(〈ε〉ml), which are influenced by local meteorological conditions,
were subjected to an important regional variability ranging from
10�9 to 10�4 W kg�1 (Fig. 7), with 80% of the values lower than

10�7 W kg�1. A clear regional pattern was not observed. No values
are reported for some stations in SATL (stations 32, 35, 40) and
PNEC (station 123), because no mixing layer was observed, as no
significant overturns penetrated below 11 m according to the
Thorpe lengthscale (LT) (Fig. 5).

In the ocean interior ε estimates ranged between 1:1� 10�9

and 9:9� 10�8 W kg1. Higher values (45� 10�8 W kg�1) were
found in the stations 16 and 91, sampled in WTRA and PEQD,
respectively, and at station 71 in the south coast of Australia. We
cannot discard that the relatively high values observed in the
eastern SATL (stations 40, 41) were, at least partially, influenced by
the fact that only one of the two shear sensors was operating (see
Methods). Lower values (o0:3� 10�8 W kg�1) were sampled in
the western SATL (stations 17, 23, 29, 37, 37), PNEC (stations 107,
108, 123, 125) and NASE (stations 140, 146).

Diffusivity in the mixing layer (〈Kρ〉ml) ranged from 3�
10�5 m2 s�1 to 1.5 m2 s�1 (see Fig. 8, and Table 2 in the Supple-
mentary Material). Lower values were found in SATL (stations 29,
38, 43), NPTG (station 115) and PNEC (station 125), whereas higher
values corresponded to WTRA (station 13), SATL (station 20), SPSG
(station 82), PEQD (station 91) and NASE (station 146).

Diapycnal diffusivity in the ocean interior (〈Kρ〉oi) ranged from
0.03 to 10� 10�4 m2 s�1. Higher values corresponded to the
station 16 in WTRA, stations 91 and 94 in PEQD, and station 71
in the south coast of Australia. Lower values of 〈Kρ〉oio
10�5 m2 s�1 were found in the western SATL (stations 20, 23),
SPSG (station 88), NPTG (stations 104, 108), PNEC (stations 112,
115, 121, 125) and CARB (stations 128, 131).

Averaged ε and Kρ computed in the mixing layer and the ocean
interior for the main biogeographical provinces sampled during
the Malaspina expedition are shown in Table 1. The description in
terms of provinces is more suitable for the ocean interior, which is
less exposed to local meteorological conditions. Higher values
of ε were computed for the Atlantic WTRA (2:3� 10�8 W kg�1),
and the Pacific PEQD (2:8� 10�8 W kg�1) and SPSG (1:5�
10�8 W kg�1), whereas lower values were calculated for the
Caribbean (CARB, 0:34� 10�8 W kg�1). Higher values of Kρ were
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also computed for WTRA (2:27� 10�4 m2 s�1) and PEQD
(3:62� 10�4 m2 s�1), whereas lower values were computed for
CARB (0:05� 10�4 m2 s�1).

3.3. Parameterized vertical diffusivity

In order to verify the performance of the K-profile parameter-
ization (KPP) under different hydrographical conditions, we used
the model proposed by Large et al. (1994) (see Methods and the
Supplementary Material). The vertical distribution of diffusivity
computed by using the KPP (KT) is shown in Fig. 9. Diffusivity
values ranged from the lower level of 0:1� 10�4 m2 s�1, deter-
mined by the background internal wave mixing, to 49�
10�4 m2 s�1 in the ocean interior, and 1800� 10�4 m2 s�1 in
the boundary layer. The probability distribution of parameterized
KT did not show a lognormal shape, either in the boundary layer or
in the ocean interior (data not shown). For this reason only
arithmetic averages were used in this section. Averaged KT in the
boundary layer (260½230�300� � 10�4 m2 s�1, 95% confident

intervals between brackets) was in very good agreement with
the diffusivity estimate derived from the microstructure profiler
(262� 10�4 m2 s�1). In the ocean interior averaged parameter-
ized diffusivity (0:61½0:51–0:74� � 10�4 m2 s�1) was also in close
agreement with the estimate derived from the microstructure
profiler (0:59� 10�4 m2 s�1).

Fig. 10 shows the comparison of averaged profiles of parame-
terized KT and Kρ derived from microstructure observations
computed for the biogeographical provinces crossed during the
expedition. The parameterization reproduces in general the shape
of the Kρ profiles. Note that both estimates were obtained from
two different sets of stations what could explain part of the
differences observed between the averaged vertical distributions.
For example, no parameterized KT was available for station 3,
sampled in NASE during winter, where mixing layer extended
down to 100 m (see Fig. 5).

Averaged parameterized KT computed for the boundary layer
and the ocean interior in the biogeographical provinces sampled
during the expedition are shown in Table 2. Note that diffusivity

Table 1
Averages of dissipation rates of turbulent kinetic energy (ε) and diapycnal diffusivity (Kρ) computed in the mixing layer (ml) and the ocean interior (oi) for the main
biogeographical provinces sampled during the Malaspina expedition (Prov.). 95% confidence intervals are shown in brackets. NMSS is the number of MSS profiles conducted
at each province.

Prov. NMSS 〈ε〉ml 〈ε〉oi 〈Kρ〉ml 〈Kρ〉oi

10�8 (W kg�1) 10�8 (W kg�1) 10�4 (m2 s�1) 10�4 (m2 s�1)

NASE 12 1594 [382–4067] 0.44 [0.33–0.70] 1913 [679–4686] 0.461 [0.316–0.822]
NATR 12 4.0 [3.4–4.8] 0.54 [0.48–0.65] 28.3 [21.6–38.7] 0.159 [0.146–0.184]
WTRA 9 115 [43–349] 2.3 [1.6–3.2] 386 [144–1007] 2.27 [1.44–3.84]
SATL 35 27 [7–81] 0.86 [0.70–1.19] 64.9 [12.6–186.3] 0.433 [0.385–0.478]
CARB 7 5.0 [4.1–6.2] 0.34 [0.29–0.43] 39.1 [31.9–50.2] 0.050 [0.043–0.065]
SPSG 20 9.8 [8.8–11.5] 1.5 [1.3–1.7] 132 [112–151] 0.296 [0.266–0.330]
PEQD 11 8.7 [5.9–15.2] 2.8 [2.3–3.4] 74.6 [60.7–104.8] 3.62 [2.87–4.88]
PNEC 27 6.6 [5.6–8.4] 0.72 [0.61–0.97] 44.7 [39.8–52.8] 0.125 [0.119–0.135]
NPTG 29 3.9 [3.0–6.0] 0.43 [0.40–0.48] 39.3 [32.9–50.5] 0.170 [0.147–0.222]
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parameterization was computed in the Indian Subtropical Gyre
(ISSG) where no microstructure observations were conducted (see
Methods). In the ocean interior higher diffusivities were computed
for the equatorial WTRA in the Atlantic (1:46� 10�4 m2 s�1) and
PEQD in the Pacific (3:7� 10�4 m2 s�1), due to the influence of
the Equatorial Undercurrent in the shear instability term (Fig. 9).
Lower diffusivities (ca. 0:15� 10�4 m2 s�1) were computed for
the Pacific provinces NPTG, PNEC and SPSG. Salt fingers favorable
stratification was frequently observed in the Atlantic subtropical
provinces NASE and SATL, and in the Australian AUSW, where the
contribution of this process to mixing was 0:73� 10�4 m2 s�1,
0:24� 10�4 m2 s�1 and 0:96� 10�4 m2 s�1, respectively.

4. Discussion

4.1. Turbulence generating mechanisms in the boundary layer

In the upper ocean layer, buoyancy fluxes and wind forcing
represent the main mechanisms responsible for the generation of
turbulence (Moum and Smyth, 2001). In order to investigate the
contribution of these two processes we analyzed the meteorolo-
gical conditions, at the time of sampling, during the expedition
(see Fig. 3 and Table 1 in the Supplementary Material).

The total surface heat flux (Q0) was always positive from the
atmosphere to the ocean, except at stations 16, 82–85 and
143–146, indicating heat gain by the ocean as a result of the
contributions of sensible (Qsen), latent (Qlat), longwave (Qlon) and
shortwave (Qsw) heat fluxes. Sea surface temperature was always
lower than air temperature, resulting in negative Qsen. Qlat and Qlw

were also negative in all the stations, whereas Qsw was always
positive, because the profiler was deployed during daylight. As a
consequence, buoyancy fluxes (Bf) were always negative, indicating
a gain in stability and resulting in positive Monin–Obukhov length
scales (LMO), except at stations 16, 83, 85, 143 and 146. This result
indicates convectively stable conditions during the profiler deploy-
ment, pointing out to the wind forcing as the main turbulence
generation mechanism in the boundary layer. However, LMO was
generally shallower than the mixed and mixing layer depths,
indicating that wind forcing alone cannot explain all mixing in this
layer, which could also be the result of previous convection
episodes during the nighttime.

Similar conclusions can be obtained from observing the beha-
vior of turbulent and mixing conditions in the upper layer (see
Fig. 5). In general, the mixing layer depth, computed as the depth
reached by significant overturning from the surface (see Methods),
showed a good agreement with the layer where relatively
enhanced ε and Kρ were observed. However, the mixing layer

Fig. 9. Parameterized vertical temperature diffusivity (KT, m2 s�1) computed along the Malaspina expedition. Shear instability plus internal waves (KsþKiw) and also double
diffusion (Kdd) contributions are included. The black and white lines represent the boundary layer and the mixed layer depth, respectively. White triangles indicate stations
sampled less than 21 away from the equator (stations 16, 93 and 94). Numbers at the bottom correspond to the station numbers. Biogeographical provinces crossed during
the expedition are indicated (see text for details).
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was generally shallower compared to the mixed layer, computed
from a density criterion, likely indicating decaying mixing due to
daytime restratification (Brainerd and Gregg, 1995). The mixed
layer was probably the result of previous mixing events, which
could happen during nighttime convection. In several stations
where density overturns (high LT) reached deeper depths than
strong ε (e.g. stations 7, 17, 23, 87, 116, 131), subsurface restratifica-
tion in the temperature profiles (data not shown) and a LT mini-
mum were observed in the upper 20–25 m. These observations
suggest that turbulence was suppressed in the upper 20–25 m by

daytime heating, whereas decaying turbulence remains below this
depth, within the mixing layer.

These results show that during the seven months expedition
we sampled different local meteorological conditions. Moreover,
contrasting seasonal forcing was affecting the locations sampled at
both hemispheres. For this reason, we cannot discard that the
observed variability, both in the upper mixing layer and also in the
ocean interior, in the described turbulence properties could be, at
least partially, due to forcing mechanisms operating at different
temporal scales. A complete analysis of the influence of temporal
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Table 2
Averaged parameterized vertical temperature diffusivity (KT ) computed for the main biogeographical provinces (Prov.) explored during the Malaspina expedition. Total
boundary layer (〈KT 〉bl) and ocean interior (〈KT 〉oi) diffusivities, and shear instability plus internal waves (〈KsþKiw〉oi) and double diffusion (〈Kdd〉oi) terms are shown. 〈Kloz〉oi is
the diffusivity parameterized using the scaling as a function of the Richardson number, Ri (see Section 4.2). NKPP is the number of stations sampled at each province.

Prov. NKPP 〈KT 〉ml 〈KT 〉oi 〈KsþKiw〉oi 〈Kdd〉oi 〈Kloz〉oi

104 (m2 s�1)

NASE 7 207 [121–304] 0.83 [0.65–0.97] 0.10 [0.10–0.10] 0.73 [0.57–0.88] 0.30 [0.28–0.32]
NATR 7 64.6 [28.4–194.8] 0.33 [0.14–0.83] 0.27 [0.10–0.80] 0.05 [0.02–0.11] 0.31 [0.29–0.33]
WTRA 7 266 [176–424] 1.6 [0.7–3.3] 1.48 [0.83–3.06] 0.09 [0.05–0.17] 0.43 [0.39–0.49]
SATL 23 145 [103–218] 0.50 [0.38–0.79] 0.26 [0.16–0.52] 0.24 [0.20–0.29] 0.35 [0.33–0.36]
CARB 4 142 [65–244] 0.48 [0.13–1.48] 0.43 [0.10–1.74] 0.05[0.02–0.13] 0.29 [0.27–0.34]
SPSG 8 424 [313–607] 0.15 [0.10–0.33] 0.15 [0.10–0.28] 0.00 [0.00–0.00] 0.36 [0.34–0.39]
PEQD 5 410 [288–598] 3.7 [2.2–6.5] 3.65 [1.74–5.68] 0.00 [0.00–0.00] 0.51 [0.44–0.60]
PNEC 12 308 [186–459] 0.15 [0.11–0.41] 0.15 [0.11–0.32] 0.00 [0.00–0.00] 0.33 [0.31–0.35]
NPTG 16 292 [234–378] 0.13 [0.10–0.23] 0.13 [0.10–0.22] 0.00 [0.00–0.01] 0.28 [0.27–0.29]

EAFR 2 56.4 [7.7–113.0] 0.45 [0.18–1.20] 0.45 [0.16–1.26] 0.00 [0.00–0.00] 0.38 [0.33–0.47]
ISSG 15 134 [79–239] 0.29 [0.23–0.50] 0.17 [0.12–0.34] 0.11 [0.08–0.17] 0.32 [0.31–0.34]
AUSW 2 87.6 [25.5–176.7] 1.5 [0.9–3.7] 0.54 [0.10–1.56] 0.96 [0.67–1.49] 0.28 [0.26–0.36]
AUSE 2 562 [305–915] 0.15 [0.11–0.25] 0.10 [0.10–0.10] 0.05 [0.01–0.17] 0.23 [0.22–0.24]
SSTC 6 357 [263–481] 1.2 [1.0–1.6] 0.11 [0.10–0.13] 1.1 [0.8–1.5] 0.30 [0.28–0.32]
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variability in the described regional patterns, which is out of the
scope of this study, would require longer datasets in order to
understand the different scales of variability operating at each
location.

4.2. Turbulence generating mechanisms in the ocean interior

In the ocean interior, shear instability, internal waves, and
double-diffusion are potential mechanisms responsible for the
generation of turbulence. Although the influence of different
scales of temporal variability cannot be discarded (see above),
clear regional patterns were observed in this layer associated with
sampled hydrographic features.

One of the regions where shear instability has been reported
to be a significant contribution to mixing is the Equatorial Under-
current (EUC), a relatively strong (40:1 m s�1) eastward subsur-
face current flowing in the equatorial Atlantic and Pacific oceans.
LADCP data revealed that we sampled the influence of the EUC in
the Atlantic (station 16) and the Pacific oceans (stations 93 and 94)
(data not shown). The core of the EUC was located between 60 and
170 m in the Atlantic. In the Pacific, the upper limit of the current
was located at approximately 100 m, and it extended below 300 m
depth. Above the current core, both in the Atlantic and the Pacific,
the surface flow was directed westward leading to a region of
enhanced shear (Fig. 4). This region was observed at 50–80 m in
the Atlantic and 90–140 m in the Pacific, with maximum values of
0.021–0.035 s�1 and 0.025 s�1, respectively. In the Atlantic, the
lower boundary of the EUC at 170 m was also associated with
enhanced shear (� 0:015 s�1).

The effect of the EUC was sampled by the MSS profiler at the
stations 16 in the Atlantic and 94 in the Pacific. At station 16 the effect
of the EUC was noticed as enhanced ε (ca. 1�10�6 W kg�1) was
measured at about 40–65m, coinciding with the upper boundary of
the EUC (Fig. 5). Averaged ε computed in the ocean interior for this
station (9:9� 10�8 W kg�1) was one of the higher estimates
reported during the expedition (Fig. 7). Lower values of ε (ca. 0:5�
10�8 W kg�1) were observed in the current core (80–105m), in close
agreement with the rates reported by Crawford (1976) for the same
region. The signal of the EUC at station 94 was less intense, probably
because this station was located further from the equator (Moum et
al., 1986). Values of ε higher than 1�10�7 W kg�1 were found
between 80 and 100 m, near the upper boundary of the current.
This is in good agreement with the value of 2� 10�7 W kg�1

reported by Moum et al. (1986), and one order of magnitude
lower than the rates reported by Williams and Gibson (1974)
(8� 10�6 W kg�1).

The influence of the EUC was also visible in microstructure
diffusivity data. Diffusivity estimates for stations 16 (10� 10�4

m2 s�1) and 94 (7:5� 10�4 m2 s�1) were among the higher
estimates of the expedition. Averaged estimates for WTRA and
PEQD were 2.27 and 3:62� 10�4 m2 s�1, respectively, about one
order of magnitude higher than the other provinces (see
Table 1). Table 2 shows the contribution of the shear instability
plus the internal waves term to total KPP diffusivity for each
biogeographical province. The highest contribution also corre-
sponded to the provinces including the equatorial regions in the
Pacific (PEQD, 3:36� 10�4 m2 s�1) and the Atlantic (WTRA,
1:48� 10�4 m2 s�1) oceans.

In order to study the dependence of Kρ in the ocean interior as
a function of the Richardson number (Ri), which controls the onset
of the shear Kelvin–Helmholtz instability (Miles, 1986), we used
the parameterization proposed by Lozovatsky et al. (2006):

Kρ ¼ K0þ
KM

ð1þRi=RicÞn
ð15Þ

where Ri¼N2=ðð∂zUÞ2þð∂zVÞ2Þ, with U and V being the horizontal

velocities computed from LADCP data, and Ric the critical Richardson
number. K0 is the background diffusivity when Ri-1, and K0þKM

the maximum diffusivity when Ri-0. Kρ was bin averaged for
different Ri and then fitted to the scaling model (Fig. 11). A good fit
(R2 ¼ 0:997) was obtained for K0 ¼ 0:2170:02� 10�4 m2 s�1,
KM ¼ 2:470:6� 10�4 m2 s�1, Ric ¼ 0:2970:24 and n¼ 0:937
0:23. K0 was comparable to, although slightly higher, background
diffusivity by internal waves prescribed by the KPP proposed by Large
et al. (1994) and Pacanowski and Philander (1981) (0:1�
10�4 m2 s�1), usually considered as the representative value of
mixing in the pycnocline (Munk, 1966). Ric and the exponent n were
also in good agreement with previously reported values, which ranged
0.1–0.25 and 1–3, respectively (Peters et al., 1988; Pacanowski and
Philander, 1981; Lozovatsky et al., 2006). However, the roll-off towards
the background internal wave diffusivity for high Ri was less steep
than that predicted by the KPP.

The presence of salt fingers favorable stratification was studied
by computing the density ratio Rρ ¼ α∂zT=β∂zS. Stratification is
favorable for salt fingers formation when warm and salty water
overlies colder and fresher water, i.e. 1oRρo100. However, in
oceanic environments, due to the perturbation by internal waves
strain, salt fingers growth is only important for 1oRρo2
(St. Laurent and Schmitt, 1999). The bins where stratification
conditions were favorable for salt fingers formation were in
general more frequent in the Atlantic (8–57%) compared to the
Pacific (0.1–7.1%) provinces (see Table 3). Bins where salt fingers
were actively enhancing diffusivity were distinguished as those
satisfying both 1oRρo2 and ΓObs40:2. In general, they only
represented 10–20% of the bins with favorable stratification. As a
result, heat diffusivity increased by 0.4–7.3% in the Atlantic
provinces, as compared to the Osborn (1980) model (see
Table 1). In the Pacific provinces, the increase was only significant
at PNEC (ca. 5%). Salt finger active bins could not be determined at
SPSG and PEQD, as no thermal variance dissipation rates were
available for this leg (see Methods). However, very low contribu-
tion is expected for these provinces as the number of bins with
favorable stratification was very low.

The use of the St. Laurent and Schmitt (1999) model to quantify
the effect of salt fingers has a stronger influence in the diffusivity
of dissolved substances (Table 3). For salt, the increase in diffu-
sivity with respect to the Osborn (1980) model was 8–22% in the
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Fig. 11. Bin averaged diapycnal diffusivity (Kρ) as a function of the Richardson
number (Ri). The bars represent the 95% confidence intervals of diffusivity averages.
The number of diffusivity samples used for computing the averages is indicated.
The dark thick line represents the fit to the scaling equation proposed by
Lozovatsky et al. (2006). The discontinuous line represents the Pacanowski and
Philander (1981) model, and the dotted discontinuous line represents the KPP
shear instability term (Large et al., 1994).
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Atlantic provinces, except in CARB (o2%). In the Pacific, the
increase in PNEC and NPTG was 13% and 5%, respectively. These
results are consistent with previous studies that have reported the
relevance of salt fingers activity in the central waters of the
Atlantic ocean (Schmitt, 1981; St. Laurent and Schmitt, 1999;
Schmitt et al., 2005; Glessmer et al., 2008).

4.3. Comparison of microstructure and parameterization diffusivity
estimates

In our study vertical diffusivity was estimated from observations of
microstructure turbulence and also by using the K-profile parameter-
ization (KPP). In general, both methods showed a good agreement
both in the upper layer and in the ocean interior. The parameterization
reproduced the vertical distribution of diffusivity, and the depth
reached by intense mixing below the surface (boundary layer). In
the ocean interior, the KPP captured the mixing enhancement due to
sheared currents in the equatorial regions. However, due to the steep
decrease in the shear instability term of diffusivity for Ri4Ric (see
Fig. 11) and the constant internal wave mixing term, part of the
temporal and spatial variability of diffusivity was probably missed by
the parameterization. In fact, compared with the KPP, microstructure
diffusivity showed a smoother decrease for high Ri (Fig. 11). We
included the scaling obtained by fitting our estimates of diapycnal
diffusivity as a function of the Richardson number (see above) in the
KPP, in order to verify the performance of this term to reproduce shear
instability. This scaling produced lower diffusivity (0:43�0:51�
10�4 m2 s�1) in the equatorial regions (WTRA, PEQD), compared to
the original KPP and microstructure diffusivities, and it overestimated
diffusivity in regions, as PNEC and NPTG, where the KPP showed a
good agreement with microstructure diffusivity. Both parameteriza-
tions overestimated diffusivity in CARB. For these reasons, we con-
clude that the scaling was not able to significantly improve the KPP
results.

On the other hand, KPP salt finger heat diffusivity was 0.73 and
0:24� 10�4 m2 s�1 in NASE and SATL (Table 2), respectively,
characterized by frequent favorable stratification for salt finger
formation (Table 3). These values are about one order of magni-
tude higher than the difference between the St. Laurent and
Schmitt (1999) and Osborn (1980) models (see Table 1 and
Table 3). This observation supports that favorable stratification
conditions do not necessarily involve that salt fingers are actively
contributing to mixing. Hence, the KPP, where salt finger para-
meterization only depends on the density ratio (Rρ), is likely to
overestimate diffusivity in regions where stratification is favorable
for salt finger formation.

The Osborn (1980) model, used in this study to compute diapycnal
diffusivity from microstructure turbulence observations, assumes that
mixing efficiency, Γ ¼ 0:2, does not vary in time or space. In recent

years increasing evidences accumulated from direct numerical simula-
tions (DNS) and laboratory work (Barry et al., 2001; Smyth et al., 2001;
Shih et al., 2005; Ivey et al., 2008) question this assumption. As a
consequence, alternative parameterizations of diapycnal diffusivity
based on ε but also depending on other turbulent properties have
emerged (Ivey and Imberger, 1991; Shih et al., 2005; Bouffard and
Boegman, 2013). The parameterization proposed by Shih et al. (2005)
relies on the same assumptions than Osborn (1980) to solve the
turbulent kinetic energy conservation equation (steady state and
homogeneity), but allows Γ to vary with the turbulent intensity
parameter Reb ¼ ε=νN2 (where ν is the molecular viscosity, and N2 the
squared buoyancy frequency). This model, recently completed by
Bouffard and Boegman (2013) (SKIF-B), parameterizes Γ (and hence
Kρ) as a function of Reb in three different regimes: molecular (Rebo7),
transitional (7oRebo100) and energetic (Reb4100). According to
these authors, the Osborn (1980) formulation is only valid for the
transitional regime, and the assumption of Γ ¼ 0:2 in the other
regimes would result in overestimated diffusivities.

The contribution of the different turbulence regimes, according
to the classification proposed by Bouffard and Boegman (2013), as
a function of the turbulent intensity parameter is shown in Fig. 12.
The energetic regime dominates in the upper 50 m (ca. 60–80% of
the bins), coinciding approximately with the base of the mixing
layer. The transitional turbulence regime was dominant (ca. 60% of
the bins) in the ocean interior, where the contribution of the
energetic regime was ca. 20%. The maximum contribution of the
buoyancy-controlled regime (ca. 20–30% of the bins) was in the
50–100 m depth range, corresponding to the seasonal thermo-
cline. Large discrepancies are expected between the SKIF-B and
Osborn (1980) models in the mixing layer due to the dominance of

Table 3

Percentage of bins where stratification was favorable for salt fingers formation (Psf
0 ); active salt fingers (Psf ); heat (〈Ktf

T 〉oi) and salt (〈Ktf
S 〉oi) diffusivities in the ocean interior for

salt fingers plus turbulence following the St. Laurent and Schmitt (1999) model. Diffusivities in the mixing layer (〈KSKIF�B〉ml) and in the ocean interior (〈KSKIF�B〉oi), according
to the Bouffard and Boegman (2013) SKIF-B model are also included.

Prov. Psf
0 Psf 〈Ktf

T 〉oi 〈Ktf
S 〉oi

〈KSKIF�B〉ml 〈KSKIF�B〉oi

10�4 (m2 s�1) 10�4 (m2 s�1) 10�4 (m2 s�1) 10�4 (m2 s�1)

NASE 56.9 5.8 0.471 [0.360–0.743] 0.498 [0.343–0.716] 4.27 [3.09–6.51] 0.176 [0.167–0.187]
NATR 20.7 4.6 0.168 [0.150–0.194] 0.187 [0.148–0.187] 1.46 [1.30–1.67] 0.099 [0.094–0.107]
WTRA 28.6 3.7 2.31 [1.40–3.75] 2.50 [1.48–3.89] 2.62 [2.07–3.88] 0.230 [0.203–0.262]
STAL 31.8 6.6 0.465 [0.431–0.526] 0.528 [0.431–0.546] 0.627 [0.475–1.003] 0.209 [0.189–0.298]
CARB 7.8 0.7 0.050 [0.043–0.064] 0.051 [0.044–0.066] 2.13 [1.80–2.82] 0.215 [0.044–0.717]
SPSG 0.4 – – – 3.19 [2.94–3.48] 0.118 [0.113–0.125]
PEQD 2.3 – – – 4.80 [3.29–10.20] 1.22 [0.89–1.60]
PNEC 0.1 0.1 0.132 [0.123–0.145] 0.142 [0.122–0.144] 1.90 [1.75–2.03] 0.099 [0.096–0.102]
NPTG 7.1 1.5 0.173 [0.146–0.237] 0.179 [0.147–0.236] 1.68 [1.56–1.86] 0.082 [0.078–0.086]
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Fig. 12. Contribution of the different turbulence regimes as a function of the
turbulence intensity parameter (Reb ¼ ε=νN2) according to Bouffard and Boegman
(2013): molecular (Rebo1:7), buoyancy-controlled (1:7oRebo8:5), transitional
(8:5oRebo100) and energetic (Reb4100) regimes.
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the energetic regime. Averaged SKIF-B diffusivity for the mixing
layer for the whole dataset was 1:50½1:38�1:77� � 10�4 m2 s�1

(see Table 3), two orders of magnitude lower compared to the
estimates obtained from the Osborn, 1980 model (Table 1), and
also from the KPP (Table 2). In the ocean interior, the agreement
between both models was better, with averaged SKIF-B diffusivity
(0:22½0:19�0:25� � 10�4 m2 s�1) about half the averaged diffu-
sivity computed from the Osborn (1980) model and the KPP.
Diffusivity computed from the SKIF-B model in the mixing layer
would require a mixing efficiency of about 0.001, much lower than
suggested by old and recent observations (Oakey, 1982; Oakey and
Greenan, 2004).

Although some studies have argued that the SKIF-B parameteriza-
tion represents an improvement over the traditional Osborn (1980)
formulation (Dunckley et al., 2012; Bouffard and Boegman, 2013),
there is currently an open debate about its reliability due to, for
example, the lack of agreement with tracer release inferred diffusiv-
ities (Gregg et al., 2012). It has been suggested that these discrepancies
could be due to the fact that, for high Reb, the laboratory and numerical
domains were too small to include the Ozmidov scale (Kunze, 2011). In
this regard, Bouffard and Boegman (2013) argued that the simulations
by Shih et al. (2005) captured the Ozmidoz scale for Rebo1000.
Furthermore, a decrease in mixing efficiency for high Reb has been
observed in atmospheric flux measurements (Lozovatsky and
Fernando, 2013). A reconciliation between numerical simulations,
laboratory work and field observations is required specially in the
mixing layer, which controls the air–sea gas and heat exchanges.

5. Conclusions

Tracer release experiments (Ledwell et al., 1998) and micro-
structure measurements (Gregg, 1998) indicate that the magnitude
of vertical diffusivity in the thermocline is only about 10�5 m2 s�1.
This value, comparable to the background internal waves diffusiv-
ity, is one order of magnitude lower than the values derived from
the balance between the upwelling of cold water and the mixing
down of warm water computed by ocean models (Munk, 1966). It
has been proposed that this discrepancy could result from the
episodic generation of mixing associated with tropical cyclones
(Sriver and Huber, 2007), the interaction of ocean currents with
the bottom topography (Rudnick et al., 2003), and also the
swimming activity of marine organisms (Kunze et al., 2006a;
Katija and Dabiri, 2009). Averaged diffusivity derived from micro-
structure observations collected during the Malaspina expedition
in the ocean interior was about 0:2� 10�4 m2 s�1 in the absence
of shear instabilities, close to the reference value of 10�5 m2 s�1.
Higher diffusivities (ca. 10�4 m2 s�1) were computed for the
regions under the influence of strong shear associated with the
Equatorial Undercurrent.

On average, the K-profile parameterization showed a good
agreement with diffusivity estimates derived from microstructure
observations using the Osborn (1980) model, both in the upper
layer and in the ocean interior. Diffusivity derived from the SKIF-B
model, recently proposed by Bouffard and Boegman (2013), was
comparable to the values computed from the Osborn model in the
ocean interior, whereas in the mixing layer estimates from the
SKIF-B model were two orders of magnitude lower. This discre-
pancy could have important implications for the transport of heat
and gases through the air–sea interface.

Favorable conditions for salt finger formation were more frequent
in the Atlantic basin. According to the St. Laurent and Schmitt (1999)
model the consideration of double diffusion slightly increased tem-
perature diffusivity with respect to the Osborn (1980) model. However,
for dissolved substances as salt and nutrients, diffusivity increased
about 10–20% in the Atlantic provinces. Because salt fingers mix heat

and dissolved substances more efficiently than mechanical turbulence,
the consideration of this process could have important implications for
the transport of properties and substances, and derived biogeochem-
ical impacts. Hamilton et al. (1989) argued that nitrate fluxes into the
photic zone in subtropical regions could be underestimated up to one
order of magnitude if salt fingers mixing was ignored. By using a
modeling approach, Glessmer et al. (2008) showed that the nutrient
input through double-diffusion has a significant influence in primary
and export production in oligotrophic regions, generating an addi-
tional oceanic carbon uptake of about 0.4 g C m2 year�1. According to
these authors, salt fingers and mechanical mixing have different
climate sensitivities, and its relative contribution to mixing will
probably be subjected to changes in the future.

Small-scale turbulence strongly affects the overall ocean circu-
lation, influences the marine biota through the control on the
distribution and growth of marine organisms, and helps to
disperse pollutants (Thorpe, 2004). Climate models predict
changes in the intensity of mixing and stratification as a conse-
quence of global warming (Sarmiento et al., 1998). For this reason,
understanding the regional and temporal variability of turbulent
mixing is crucial to predict changes in ocean circulation and global
biogeochemical cycles in the near future. In this sense, the
microstructure turbulence data collected during the Malaspina
expedition represents a unique contribution to progress in our
knowledge about the distribution of turbulence in the ocean, and
its interaction with other chemical and biological processes.
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